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Abstract. The design methods of production systems have evolved significantly in recent decades. New
methods have emerged that are capable of determining the optimal parameters of production systems
operating in increasingly complex environments. The two best known methods for lot sizing problems are
the Wagner-Whitin algorithm and the Silver-Meal heuristics. The original versions of these two methods
are only suitable for solving simple lot sizing problems, but there are several complex mutations of these
methods that allow solving complex lot sizing problems. In the present research, the author presents a
modified Wagner-Whitin algorithm that is suitable for solving the lot sizing problem and also for
investigating the impact of dynamically changing resource costs. The proposed method is validated
through case studies. The case studies demonstrate that the dynamic nature of cost of human resources
and technological resources has a significant impact on the solution of lot sizing problems.
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1. INTRODUCTION

Companies are making ever greater efforts to meet customer demand, but they
also need to reduce costs while increasing efficiency. Cost reduction involves both
resource optimisation and process improvement. Since resource availability is a
dynamic phenomenon, resource costs are often a dynamic parameter to be
considered when solving production planning problems. In the present research
work, the author proposes an improvement of the Wagner-Whitin algorithm (WWA)
in order to take into account the dynamically varying cost of resources when solving
the lot sizing problem. In the second chapter of the article, a short literature review
shows the importance of lot sizing problems, and highlights the importance of
WWA-based solutions. In the third chapter a novel WWA-based approach is
described, which makes it possible to analyse the impact of dynamic changing costs
of human resources and technological resources. In chapter four a case study shows
the efficiency of the developed algorithm, while in the last chapter the results are
summarized and the potential future research directions are discussed.

2. LITERATURE REVIEW
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Kumar et al. [1] analysed various lot sizing strategies including lot for lot,
Wagner-Whitin algorithm and Silver-Meal heuristics. Their analysis showed, that
these algorithms are suitable to solve dynamic lot sizing problems also in the case
when demand surpasses a predicted value. This research validated, that WWA and
SMH are suitable for lot sizing problems in uncertain operation environment. Asmal
et al. [2] applied WWA and SMH to solve inventory problems when inventories are
influenced by dynamic safety stock and lead time due to uncertain logistics. Zhang
et al. [3] developed a new extended mixed-integer programming formulation, which
makes it possible to take Wagner-Whitin conditions into consideration in order to
solve the static joint chance-constrained lot-sizing problem. Kuznetsov and
Demidenko [4] focuses on their work on the organization of material resources
supply in transport construction, and they showed, that WWA can be used for the
problem solution of probabilistic nature of the construction logistics systems.
Narkhede and Rajhans described in a research [5] on redesign inventory
management strategies, that WWA can be integrated with other lot sizing
methodologies. The proposed an integrated Wagner-Whitin & Rank Order
Clustering approach (WW&ROC), which could lead to savings in amount of total
cost compared to existing purchase strategies and stock-out situations can be also
improved. A lot sizing model for two items with imperfect manufacturing process,
time varying demand and return rates was proposed by van Zyl and Adetunji [6].
Their research focuses on constrained returns and the potential of secondary use of
returns. A modified WWA was supposed to solve the lot sizing problems. Assi and
Effanga [7] showed in a research focusing on human resource aspects including
recruitment and promotion policies, that a WWA like dynamic programming
algorithm can also solve human resource optimization problems. Oca Sanchez et al.
[8] discusses in a research work the raw material problems of automotive industry,
and showed, that the efficiency of WWA can be improved by the integration of
forecast methodologies. Kian et al. [9] described a novel optimization approach for
problems with demands exhibiting stationary, increasing and decreasing trends and
seasonality. Their proposed solution is a combination and variation of the well
known WWA, SMH and least Unit Cost (LUC) approaches. Production planning
and facility location can be also integrated as shown by Wu et al. [10] in a research
describing the relationship between pricing problems and uncapacitated lot-sizing
problems with Wagner-Whitin property. The importance of forecasting and their
impact on production planning and scheduling is highlighted in a research by Olesen
et al. [11]. Their showed a method to support cost savings by managerial decisions.
Gaol and Matsuo [12] focuses on the impact of state-of-the-art technologies on the
solution of lot sizing problems. They showed the importance of sensor technologies
by simulation supported analysis. Uncertainties are also modelled by Hanafizadeh
et al. [13] in a research focusing on the application of WWA. In their research
robustness was in the focus. Giiner and Tunali [14] showed a novel approach of
capacitated lot-sizing problems, which is a special extension of Wagner-Whitin
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problems. Other important topics in the field of lot sizing problems were also
intensively researched including improvement of existing solution methodologies
[15] and they are also focusing on supply chain disruption problems [16], which can
also significantly improve the complexity of dynamic lot sizing problems in
production processes. This short literature review showed the importance and
complexity of lot sizing problems. Following this brief literature review, the paper
presents a novel methodology, which takes into consideration of the dynamic
resource cost, including human resources and technological resources.

3. MATERIALS AND METHODS

Within the frame of this chapter, a novel, Wagner-Whitin algorithm-based
approach will be described, which integrates the dynamic costs of human resources
(operators for logistics and technological resources) and technological resources
(machine tools). The novelty of the methodology is, that conventional Wagner-
Whitin algorithm focuses on the initialization cost of production, on the production
cost depending on the quantity and the warehousing cost (inventory), while this
approach makes it possible to analyse the impact of time dependent costs of human
and technological resources.

The input parameters of the model are the followings:

. C,p: initialization cost of production per time frame,

. Cp: specific production cost,

. Cy: specific warehousing cost,

*  Lyp: lot size assigned to operators (the operators are assigned to lot size L,p
and their specific, time dependent specific cost is defined for this L, lot size),

. Lrg: lot size assigned to technological resources (machine tools, assembly
stations), the machines are assigned to lot size Ly and their specific, time
dependent specific cost is defined for this L5 lot size),

. D;: demand in time frame i,

. CP?. operator cost per operator related lot in time frame i,

. C®: technological resource cost per production lot in time frame i,

. imax: the total number of time frames.

The algorithm includes i,,,, computational phases. The first phase computes
the local optimal production scheduling for the last time frame. The second phase
computes the local optimal production schedule for the second last time frames, etc.

As a first step, we can calculate the local optimal production schedule for the
last day as follows:

i Dimax Dimax
Cimax = Cimax = Cip + DimaxCp + [L.Tl Citmax + [ﬁl Cimax @)
In the second phase, for the predecessor time frame, the local optimal
production schedule can be defined as follows:

— i imax—1 imax—1-imax
Cimax-1 = min (Cimax_1, Cimax—1 (2)
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Dlmax Dlmax
Cll;rnng;c :I:_l CIP + Dlmax 1CP + [ 1] Clma_x 1 + [ 1] Clmax 1 + Cimax (3)
Clmani~me* = imﬁr’fax 1D (Cp + (i — imax + DCy) +

Zl imax—1 l P et + Zt:lmax 1 ]CTR (4)

Lop LTr imax—1
Eq (2) defines, that in this phase of the algorithm we can choose beteen to
potential solutions:

. C! imax-1

max— defines a solution, where within the time frame imax — 1 only the
demand of time frame imax — 1 is produced,
«  (imax-l-imax defines a solution, where within the time frame imax — 1 the
demands for both time frame imax — 1 and time frame imax are produced.
We can define a general computational phase for time frame j as follows:
¢ = min (C/, Cj’_(”l), C/‘U”), e 67T (5)

¢/ = Cpp +DiCp + [L—’] o + [L—’] TR + Cj+1 (6)
J=G+1) _ 1+1 ZMD oP 2570 e
¢ =Cp+ 2,2 Di(Cp+ (i — )Cw) + G C + Gz (7)

42
¢/~ = cp+ 322D, (Cp+(t—1)Cw)+[El o lcop F lCTR+C’+3 ©

¢/ = Cpp + TS DL(Cp + (i - )CW)+[Z" 2 cor+ [2” e (@

Figure 1 demonstrates the flowchart of the production schedule optimization.
As the flowchart shows, the local optimal solutions for each time frame can be
calculated analytical, it means no heuristics or metaheuristics are required to find the
optimal solution.
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Figure 1 — Layout of the production plant
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Within the frame of the next chapter, some numerical examples will validate
the above-mentioned approach and show the suitability of the describe methodology
to find the optimal production schedule and analyse the impact of dynamic human
and technological resource costs.

4. RESULTS

Within the frame of this section, the main results of some numerical studies are
summarized. The first scenario analysis focuses on the comparison of conventional
lot sizing and the dynamic lot sizing taking the cost of human resources (machine
operators) and technological resources (machine tools) into consideration. In the first
case study, the results of traditional scheduling and dynamic scheduling are
compared over a seven-day time horizon. The time-dependent parameters of the first
case study are summarised in Table 1.

Table 1 — Examples for the identification of production lines

Time frames | T1 T2 T3 T4 T5 T6 T7

Demand to be produced | 100 105 95 110 94 111 89

Operator cost per operator
related lot | 8 8.2 8.9 7.8 9.7 9.1 8.2

Technological resource

cost per production lot 10.2 | 114 | 123 | 11.1 | 105 | 106 | 134

The initialization cost of production per time frame is C;p = 500 €, the specific
production cost is Cp, = 3€/pcs and the specific warehousing cost is Cy, =
2 €/time frame. The lot size assigned to operators is Lyp = 50 pcs and the lot
size assigned to technological resources is Lyz = 75 pcs.

As the first phase of the optimization, we can compute the total cost for the last
time frame as follows:

C, =Cl = Cp+DyCp + [D—] CoP + [D—] CTR = 1166.2 € (10)
- - LOP. - LTR

The second phase of the optimization is to calculate the total cost of the

predecessor time frame based on the following equations:
Ce = min (€&, &™) (11)
CE = Cip + DsCp + [ 22| COF + [2=] cIF + ¢, (12)
Lop Lrgr
6-7 _ 7 : 26Di] ~op  [Ll=6Di] ~TR
Co™" = Cip + Xi=6 Di(Cp + (i — 6)Cw) + [L_] Ce + [L_] Ce (13)
OP TR
. (Cé =24917¢€
Ce = miny ¢/ -
Cé7=2146.2€

The third phase of the optimization is to calculate the total cost of time frame
5 based on the following equations:

Cs = min (CS,C576,C277) (15)

=21462 € (14)
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€5 = Cip + DsCp + [22] €87 + [ 2] c3* + € (16)

Lrr

_ . o5 Di fs Di
€37 = Crp + X Di(Cp + (i — 5)Cy) + [ZL—S] " + [ZL—SI e e (17)
op TR

_ . s Di _sDi
CE7 = Cip + X5 Di(Cp + (1 — 5)Cyp) + [B=2| 0P 4 [E=2] cI® - (18)
OP TR
C2 =3344.6€
Cs = min{ C$7% = 3403.2 € = 3236.2 € (19)
€7 =3236.2€
The fourth phase of the optimization is to calculate the total cost of time frame
4 based on the following equations:

Cy =min (C} CF5,CH6,ct7) (20)
D D,
Ch=Cp+DyCp + [LT*P] coP + [ﬁ] CIR + Cq (21)

- . YioaDi YiaDi
Cﬁ 5= CIP + Zi5=4 Di(Cp + (L — 4)CW) + [K] CEP + [Kl CZR + CG (22)
Ci6=Cp+X8,D;i(Cp+ (i —4)Cy) + [26:—4’3] cor + [—E?=‘*Di] CIR+¢, (23)
4 P i=4 Yi\~P w Lop 4 Lrr 4 7

7 R 7 .
C7 = Cip + B Di(Cp + (i = Cu) + [F22| P + B2 TR (24)
Lop Lrr
Ct =45518¢€
Ci 5 =43345¢€
Ci©=46133€
C+7 =4630.8€
The fifth phase of the optimization is to calculate the total cost of time frame 3
based on the following equations:
C; =min (C3,C37%,C37°,¢375,¢377) (26)
€3 =Cp+DsCr+ [&] coP + [—] CIR + ¢, (27)
Lop

Ds
Lrr

C, = min = 43345 € (25)

- i i=3 Di i3 Di
€37 = G+ Tha DulCo + (1 = 3)Cw) + [P €0 + [B=22| R4 (28)
3-5 _ 5 . 23Dl ~op , [Zi=sDi] ~TR 29
C37> =Crp+ Xim3 Di(Cp + (I = 3)Cy) + Lo "+ Lrm Cif+Cs (29)
3-6 _ 6 . Y23Di] ~op  [ZE3Di] ~TR 30
€370 = Cip + B3 Di(Cp + (i = 3)Cw) + [H=2| €97 + [ cI® + ¢, (30)
- P Yi=sDi 7 3D;
€377 = Cip + Tlog DiCp + (0 = 3)C) + [F22] €87 + B2 cf* - (3D)

TR

C3 =55419¢€
C3*=54726€
C; = min< C37° = 5437.8 € = 5437.8 € (32)

lcg—G =5952.1€
37 =6142.1€

The sixth phase of the optimization is to calculate the total cost of time frame
2 based on the following equations:

C, = min (C3, C22_3:DCZZ_4: sz_s:gzz_Gr ci7) (33)
C2=Cp+D,Cp+ [ﬁ] coP + [ﬁ] CIR + ¢4 (34)
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- i DY I, Di

€372 = Cip + B Di(C + (i = 2)Cw) + [H22| €87 + 22| J% +. ¢, (35)
2-4 _ 4 ; Li2Di] ~oP | [Zi2Di] ~TR

€37 = Cip + Biea Di(Co + (0 = 2)C) + [P 87 + B2 e 4+ ¢ (36)
2-5 _ 5 ; 222 Di] o | [Ei=2Di] TR

€375 = Cip + 53y Di(Co + (0 = 2)C) + [P 87 + B2 "+, (37)
2-6 6 ; 2l Di] ~op |, [E2Di] ~TR

€378 = Cip + 2, Di(Cp + (i = 2)Cw) + [M22| €97 + [ cf® +- ¢, (38)

€377 = Cip + X DiCp + (i — 2)C) + [F222] 097 + [Fe22| 1% (39)
oP TR
(CZZ =6720.2 €
|sz‘3 = 6491.5€
C}* =6650.6 €
C375=68104€
C37%=175232¢€
C#7=7909.2 €
The last phase of the optimization is to calculate the total cost of the first time
frame based on the following equations:
C, =min (C},C72,¢173,ci=*, ¢i=5,¢t7%,¢177) (41)
Cl=Cp+DiCp+ [L"—] coP + [LD—] cIR + ¢, (42)
OP TR

_ . Y. D D
CI = Cip + BEa DiCCp + (= DCw) + [FE22] 7 + B2 e[ 4 ¢y (49)
oP TR

- . i1 Di 251D
CI7 = Cip + Sy DilCp + (i = 1)) + [B22] €7 + B2 " + ¢y (44)
oP TR

C, = min< = 64915 € (40)

_ . TiiDi i Di
CI7* = Cip + T, DG + (i = D)Cw) + [B222| €07 + [B=2] 7 + ¢ (45)
cl-5 = ¢ 5 C i —1)C Tie1Di COoP Ti1Di CTRy1c. (46
1> =Cp+ X Di(Cp+ (I —1DCy) + e L + e | C1 +Cs (46)
€176 = Cip + 38, Di(Cp + (i — 1)Cy) + [B222| 0P 4 [Bmale) TR 4 ¢, (47
1 1p+ 2= Di(Cp + (i — DCy) + Lop | C1 + e R +C; (47)

€177 = Cip + 5oy Di(Co + (0= 1)Cy) + [E22| PP + [F] c7r - (48)
OoP TR

Cl =77275€
Ci™2 =76524€
CI3=7612.1€
C, = min{ C}™* = 7987.6 € = 7612.1 € (49)
Cl-5=83334€
Cl®=92764€
Cl7=9827.0 €

The above described computation resulted, that within the first time frame the
demands of three weeks must be produced, because C; = Ci=3. The ¢, = C{ ™3
equation resulted that the next production operation must be performed on the fourth
time frame, where C, = C4~°, which means, that within the fourth time frame the
demands from two weeks must be produced. The C, = C{~° equation resulted that
the next production operation must be performed on the sixth time frame, where
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Ce = C&77, which means, that within the sixth time frame the demands from two
weeks must be produced.

Figure 2 shows the process of computations and the detailed results of each
potential lot-size and scheduling. However, the computation goes backwards, from
the last time frame to the first time frame, but after finishing all computations, the
optimal lot sizing and scheduling of production can be defined forwards, from the
first time frame until the last time frame, as Figure 2 shows.

Production of demand until time frame
1 2 3 4 5 6 7
Time frame 1| 7727.5 7652.4 7612.1 7987.6 8333.4 9276.4 9827
Time frame 2 6720.2 6491.5 6650.6 6810.4 7523.2 7909.2
Time frame 3 5541.9 5472.6 5437.8 5952.1 6142.1
Time frame 4 45518 .| 43345 | 46133 4630.8
Time frame 5 3344.6 3403.2 3236.2
Time frame 6 24917 2146.2
Time frame 7 1166.2

Figure 2 — The optimization process and the detailed results of different lot size solutions

Figure 3 demonstrates the cost distribution function including the initialization
cost of production, the total production cost, the warehousing cost, the cost of
operators and the cost of technological resources.

3500 .
Initialization cost of production

Production cost
Warehousing cost
Time dependent cost of operators
H Time dependent cost of technological resources

:
|

8

g

Costs in EURO
-
]
8

1000

1 2 3 4 5 6 7
Time frame

Figure 3 — The cost distribution of the optimal lot sizing

To validate the above mentioned approach, the next phase is to compare the
solution of this extended dynamic lot size optimization and the conventional solution
of the production scheduling.

The total cost of the conventional solution can be calculated as follows:

Coon = E11(DiCp + Cip + [25] COF + [21] €T®) = 87315 € (50)
oP TR

Figure 4 demonstrates the cost distribution function of the conventional
scheduling. As Figure 4 demonstrates, the conventional production scheduling has a
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significant higher production initialization cost, because production is initialized in
all time frames. The warehousing cost in the case of conventional production
scheduling is zero, which means, that in this case we are talking about just-in-time
production. The cost of just-in-time production are too high, because the zero
inventory costs 1119.4 €.

2000 M Initialization cost of production

1800 B Production cost
W Warehousing cost
Time dependent cost of operators
1400 ® Time dependent cost of technological resources

1600

1200 —

Costs in EURO
=
o
8

1 2 3 4 5 6 7
Time frame

Figure 4 — The cost distribution of the conventional production scheduling

Figure 5 shows the comparison of the total costs of each time frames. In the
case of conventional production scheduling, the distribution of the total costs is much
more uniform than in the case of optimized production scheduling.

3500

3087.6 m conventional production scheduling

3000
M optimized production scheduling using dynamic lot sizing
2500
21883 21462
2000
1500 123 1282.4 12074 13154 1198.4 1325. 1166.2
1000
500
190
o o 0
0 |
1 2 3 4 5 6 7
Time frame

Figure 5 — Cost comparison of conventional and optimized production scheduling

Costs in EURO

Q

As demonstrated in the case study presented above, the calculation and analysis
of dynamic batch sizes is a good way to optimize production processes, as it can lead
to significant efficiency gains. The results presented above show that while just-in-
time production can be beneficial in terms of storage costs, it is important to consider
the cost of achieving these warehousing cost savings. The analysis of the scenario
shows, that the dynamic cost of human resources and technological resources can
also significantly influence the optimal schedule, because depending on the
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fluctuation of specific operator costs and technological resource cost, different
schedules can lead to the more cost efficient production schedule.

5. SUMMARY

The efficiency of production processes can be affected by many factors. In
order to increase the efficiency of production processes, it is becoming increasingly
important to take into account a growing number of parameters. Although the
Wagner-Whitin algorithm is an excellent method for determining dynamic batch
sizes, there are a number of environmental parameters that cannot be taken into
account by current algorithms. In the present research work, a method based on the
Wagner-Whitin algorithm is presented which allows to take into account
dynamically varying resource costs focusing on both human and technological
resources. The applicability of the developed method was demonstrated by means of
calculations. The method has been demonstrated through a case study that, compared
to conventional production scheduling. The application of the method can lead to
significant cost reductions when taking into account the impact of dynamic changes
in resource costs. The study confirmed the fact that, although just-in-time production
can be very beneficial from an inventory point of view, as just-in-time production
can lead to significant inventory cost reductions, these inventory cost reductions can
lead to multiple increases for other cost components, and it is therefore important to
consider as many environmental parameters as possible in the calculations. In the
present research work, the model was tested using deterministic parameters, so a
potential future research task could be to develop a stochastic approach.
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BIIJINB JIMHAMIYHUX BUTPAT HA JIIOACBKI TA TEXHOJIOTTYHI
PECYPCH ITPH ONITUMI3AILIIL PO3MIPY ITAPTIi TOBAPIB

AHoTanin. Memoou npoexmysanHa GUPOOHUYUX CUCMEM 3G  OCMAHHI OeCAMUNIMMA  3HAYHO
egonoyionysanu. 3'aeunucs Hogi mMemoou, 30ammui 6UIHAYAMU ONMUMANLHI NAPAMEmpU BUPOOHUYUX
cucmem, wo GYHKYIOHyomb y 6ce OLibU CKIAOHUX cepedosuwax. [{eoma HaubinbuL 6i00MUMU Memoamu
0 3a0ay Ha posmip nomis (napmiit) € areopumm Baenepa-Bimina ma espucmuxa Cinveepa-Mina.
OpucinanvHi eepcii yux 060x memooig nioxo0sime MinbKu 0N 6UPIULEHH NPOCMUX 3a0ay HA POIMIp
oma, ane icHy€ KilbKa CKIAOHUX MyMayiil yux memoois, sAKi 003604710Mb GUPIUYSamu cKiaoHi 3a0adi
posmipy napmii. Ha ecpexmugnicmo supobnuqux npoyecie modice gnausamu 6e3niy paxmopis. s moeo
w06 nioguwumu eekmusHicms UPOOHUYUX NPOYECs, 6ce OLlblL BANHCIUBUM CINAE 00K 3DOCMAOY020
wucna napamempis. Xoua aneopumm Baeuwepa-Bimina € GiOMiHHUM MemOOOM O GU3HAYEHHS
OuHamiuHux po3mipie napmii, iCHye ps0 napamempie cepedosuwa, SKi He MOJUCYMb Oymu 8paxosami
cyuacHumu aneopummamu. Y O0auii 00ciioHuybKiti pobomi npedcmasieHuti Memoo, 3aCHO8AHUL HA
aneopummi Baenepa-Bimina, axuii 0036015€ 8paxosyeamu OUHAMIYHO MIHAUGI PECYPCHI GUMPAMu,
opienmylouucy AK Ha JAI00CbKi, Max I HA MeXHOno2iuHi pecypcu. 3a 00nomo2010 po3paxyHkie
NPOOEMOHCIMPOBAHO 3ACMOCOBHICHb PO3POONEH020 Memoody, AKull 0y8 NPOOeMOHCMPOBAHUL HA
KOHKPEMHOMY NPUKAAOL Y NOPIGHANHMI 31 36UHAUHUM BUDOOHUYUM NIAHYBAHHAM. 3ACTOCY8AHHA MEMOOY
MOdHCe npU36ecmu 00 3HAYHO20 3HUNCEHHS GUMPAM NPU BDAXYBAHHT 6NIUBY OUHAMIYHUX 3MIH BUMPAM HA
pecypcu. JlocnioscerHs niomeepouno moil paxkm, wjo, Xxo4a UpoOHUYME0 MOYHO 8 CIPOK Modce Oymu
Oyoice BUSTOHUM 3 MOYKU 30pY 3aNACI8, OCKITbKU 6UPOOHUYMBO MOYHO 6 CHIPOK MOJICe NpU3Becmi 0o
3HAUHO20 3HUDICEHHS GUMPAIM HA 3GNACU, 5Ke 6 CE0I0 Hep2y MOdice npuszsecmi 00 6a2amopasoozo
301IbUEHHS IHUWUX KOMNOHEHMI8 8UmMpam, i moMy 8adCIUB0 8PAX08YEAMU AKOMO2A Ollblie napamempie
HABKOTUWHBO2O CEPedosUa 8 pO3PaxyHKax. Y oamiil 0ocrionuybkit po6omi modens Oyna nepesipena 3
BUKOPUCIAHHAM OemepMiHOBAHUX NApamempis, MoMy NOMEHYIHUM MAuOymHiM OOCTIOHUYbKUM
3A80AHHAM MOdCce OYMU PO3POOKA CMOXACMUYHO20 NIOX00Y.

KarouoBi cioBa: posmip napmii; nnamyeanns ma cknadanms epaghixie eupobHuymea, MiHimizayis
eUmMpan, MOOeNIOBANHS.
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